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Abstract: Remote sensing is the art of acquiring information about an object or area using machine or device that is not 

physically connected to the object. Geology, urban planning, soil assessment and land cover/land use are the different 

applications of remote sensing. Remote sensing is widely used for generation of classification map. Image classification 

is used to group the pixels present in an image into different classes. This paper presents Support Vector Machine 
(SVM) and K Nearest Neighbor (KNN) based classification system for Indian Remote Sensing (IRS) satellite images. 

The proposed system consists of image enhancement, segmentation, selection of training data and classification. For 

image enhancement adaptive histogram equalization is used. Image segmentation is carried out using K means and 

Fuzzy C Means (FCM) clustering. Linear Multi-Class SVM (MCSVM) and KNN techniques are used for classification 

of remotely sensed imagery. 
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I. INTRODUCTION 

 

Remote sensing employs the use electromagnetic energy 
in the form of heat, radio waves and light for measuring 

and detecting characteristics of target. Satellite and aircraft 

are the platforms used in remote sensing. In remote 

sensing energy measurement takes place in microwave 

region, visible light and emitted and reflected infrared 

regions of electromagnetic spectrum. Remote sensing 

involves use of hyperspectral or multispectral satellite 

images. Remotely sensed images are used in costal 

monitoring, geology, creation of classification map, ocean 

monitoring, agriculture, land cover/ land use, etc. [1]. 

The spatial and spectral resolution images provide the 
detail information about the target. These images are 

widely used in the field of habitat management, 

agriculture, land cover mapping and urban planning. The 

spatial details in such imagery are limited by number of 

pixels present in an image. The classification is used to 

group pixels present in an image into one of the land cover 

classes [2]. Classification technique is use to analyse the 

digital image and extract information from that image 

depending upon application [3].  

The process of producing the thematic maps with themes 

like vegetation types, land use and geology is called image 

classification [3]. In remote sensing different quality 
images are produced depending upon type of sensor. 

Classification accuracy depends on image quality. 

Image classification can be carried out using two ways: 

supervised classification and supervised classification.   

In supervised classification it is necessary to have prior 

knowledge of study area. From training area features are 

extracted in supervised classification. Different supervised 

classifiers are: SVM, minimum distance classifier, K  

 

 

nearest neighbor classifier, maximum likelihood classifier, 
etc. 

In unsupervised classification prior knowledge of study 

area is not needed. For selection of training data image 

analyst is not required. Unsupervised classifier is more 

automated and elegant as compared to supervised 

classifier. Different supervised classifiers are: k means 

clustering, fuzzy k means clustering, etc.     

This paper contains following sections: Section II 

describes fuzzy C means and K means clustering. Section 

III introduces SVM. Section IV describes KNN classifier. 

Section V consists of result of classification. Paper 
concludes in Section VI. 

 

II. CLUSTERING TECHNIQUES  

 

Grouping of observations/ data into few segments is called 

clustering. Clustering algorithm segments data in such a 

way that data within segments are same and data across 

segments are different. 

  

A. K  Means Clustering: 

K means or hard C means method is used to partition and 

analyse the data. K means partitions data in such a way 
that object inside each cluster remain closer to each other 

and away from objects in remaining cluster.  

In K means, clustering algorithm starts with choosing 

number of required clusters K. Initially these numbers of 

clusters are taken as starting values. Then each point is 

examined and assigned to nearest cluster. When all the 

data points are assigned to cluster then new K centroids 

are recalculated [4]. 
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K means algorithm s very simple but it does not give the 

same result for each run.    

 

B. Fuzzy C Means Clustering: 
For classifier design and feature analysis fuzzy C Means is 

widely used fuzzy clustering algorithm. Generalization of 

ISODATA gives FCM algorithm. The FCM algorithm 

finds partition for set of data points and minimizes 

objective function. For FCM sample set is given by, 

}x....,..........,.........x,{xX                                 n21        (1) 

 

where, n corresponds to number of data points and iku  

represents the membership degree of xifor class i. U= iku is 

fuzzy classification matrix.  

Objective function is given by equation (2) and it is 

iteratively minimized. 
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Value of C is in between 2 and n [4], [5]. 

Cluster centre is calculated using 
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Membership values are updated by,                     
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Once samples are grouped, cluster centres are needed to be 

recomputed in order to minimize j.  
 

III.  SUPPORT VECTOR MACHINE  

 

Support Vector Machine (SVM) is statistical learning 

based supervised classification system pioneered by 

Vapnik [6]. Structural Risk Minimization (SRM) principle 

is employed in SVM. For regression and classification 

problems SVM is very good tool [7]. It gives good 

generalization performance. The SVM is a linear machine 

that maximizes the margin by building a model for 

transforming low dimension feature space to high 
dimension feature space [8]. SVM finds applications in 

text categorization, time series analysis, database mining 

and face identification. 

 

A. Linear Support Vector Machine: 

SVM constructs hyperplane as decision plane in order to 

separate negative and positive classes with largest possible 

margin. For binary classification initially feature vector 

extraction is performed. Let d
i Rx  as training data with 

1}1,{yi  i=1,2,……l for all training data [9]. Here l 

represents number of data and d corresponds to problem 

dimension. The hyperplane with largest possible margin is 

known optimal hyperplane and data points closed to 

optimal hyperplane are called support vectors [10], [11]. 

Optimal hyperplane and support vectors are shown in fig. 
1. 

Optimal hyperplane is given by,  

0bw.x       (5) 

 

where, w is weigh vector and b is bias. 

 

 
Fig. 1 Linear SVM. Support vectors are circled 

 

B. Multi-Class Support Vector Machine: 

Initially SVMs were developed for binary classification. 

But some classification problems contain more than two 

classes. So by combining large number of binary 
classifiers multi-class classifies can be obtained [10], [12]. 

 

IV.  K NEAREST NEIGHBOR CLASSIFIER 

 

KNN is the simplest classification technique. The KNN is 

used to classify the objects on the basis of most similar or 

closest training samples in the feature space. Majority vote 

of neighbors is used to classify the object. For an unknown 

sample and known training data, all the distances between 

all training set samples and unknown samples can be 

calculated. The smallest distance corresponds to training 
set sample close to unknown sample. So unknown sample 

can be classified on the basis of nearest neighbor [13]. 

The distance used to determine nearest neighbor is given 

by, 


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               (6) 

 

When K=1 it is called as nearest neighbor. 

 

V. RESULTS 

 
For this project, georeferenced .tiff (Tagged Image File 

Format) images, namely BAND2, BAND3 and BAND4, 

for different band data were used.  BAND2 and BAND3 

correspond to GREEN and RED in visible region and 

BAND4 corresponds to near-infrared region in the spectral 

band. BAND3 is used for training and BAND4 is used for 

testing. 
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In the proposed system adaptive histogram equalization is 

used to enhance the contrast of image. K means and Fuzzy 

C Means clustering techniques are used to obtain 

segmented images. Image is segmented and feature vector 
are calculated for all 3 regions. Classification is carried out 

using multi-class SVM and KNN. 

 

Classification Results: 

 

A. K means Clustering with SVM:  

 

 
Fig. 2 Training Image 

 

 
Fig. 3 Test Image 

 

 
Fig. 4 FCC image 

 
Fig. 5 Region 1 

 

 
Fig. 6 Region 2 

 

 
Fig. 7 Region 3 
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B. K Means Clustering with KNN: 

 

 
Fig. 8 Region 1 

 

 
 Fig. 9 Region 2 

 

C. Fuzzy C Means Clustering with SVM: 

 

 
Fig. 10 Region 3 

 
Fig. 11 Region 1 

 

 
Fig. 12 Region 2 

 

 
Fig. 13 Region 3 
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D. Fuzzy C Means Clustering with KNN: 

 

 
Fig. 14 Region 1 

 

 
Fig. 15 Region2 

 

 
Fig. 16 Region 3 

 

Fig. 2 is training image of BAND3 and Fig. 3 is test image 

of BAND4. Fig. 3 is FCC image obtained by combining 

BAND2, BAND3 and BAND4 images. Fig. 5, 6 and 7 

represents three classified regions using K means 

clustering with SVM. Fig. 8, 9 and 10 represents classified 

outputs using K means clustering with KNN. The results 

obtained using Fuzzy c means with SVM are shown in fig. 

11, 12 and 13. The classified outputs using Fuzzy c means 

with KNN are represented in fig 14, 15 and 16.  
 

VI. CONCLUSION 

 
This paper introduced a classification system for IRS 

satellite images using KNN and multi-class SVM. In 

proposed system image enhancement is carried out using 
adaptive histogram equalization. Segmented data is 

obtained using K means and FCM. Using multi-class SVM 

and KNN test image is classified into three classes namely 

water (region1), soil (region 2) and vegetation (region 3). 

From observation it is clear that FCM with multi-class 

SVM gives better separation between the three regions 

than KNN.  
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